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Abstract- This paper deals the optimal sizing and location of the power plant in a microgrid interconnecting several villages. 

The case study is defined by eight villages of rural community of Dakoro, in Niger. The methodological approach proposed is 

based on a matrix of distances established from the geographical coordinates of the sites. This serves as a basis for the 

estimation of the losses as well as for estimation of the shortest path defining the architecture of the microgrid. The energy 

requirement is then estimated for sizing power sources (PV, diesel generator) and energy storage units. The particle swarm 

optimization method is applied to the data with some criteria and constraints. The proposed energy flow management strategy 

is tested on a realtime system according to different scenarios. The results are presented and analyzed. 

Keywords Microgrid, multi-village, optimal location, photovoltaic, battery, diesel generator, cost of electricity, shortest path, 

graph theory, particle swarm optimization. 

 

1. Introduction 

Global warming is manifesting itself more and more 

around the world in different forms such as droughts, 

famines, high temperatures and floods. This results in 

significant economic, societal and environmental impacts. Its 

main causes are energy-consuming lifestyles and a strong use 

of fossil fuels. Palliative measures are necessary to preserve 

the environment and the health of the populations. It is 

therefore urgent to change the mode of energy production 

and consumption, to reinforce the energy efficiency of the 

systems and to develop the energy mix. 

For these reasons, all countries of the world are invited 

to start a strong and urgent energy transition. Africa countries 

are also concerned, although their rate of access to electricity 

is very limited. Around 1.2 billion people in the world do not 

have access to electricity. In Africa, the access rate is around 

30% but with a significant disparity between urban (89% of 

the urban population) and rural (46% of the rural population) 

[1] [2]. The access to electricity with good quality is a major 

challenge for the countries of sub-Saharan Africa. It can be 

observed a very low rate of access in rural areas, less than 

5%, compared to that urban area ones, of about 40% [1]. 

These countries, where the energy coverage is also low, 

intend to improve the penetration ratio of the renewable 

energy from 5% in 2013 to 22% in 2030 in Africa, by 

developing micro-electrical networks. 

This paper proposes a design methodology of multi-

source systems supplying a micro-grid of several 

interconnected villages. The main challenges are to study the 

characteristics of the villages and the energy demand, to 

master the constraints and to develop a sizing and decision-

making tools. For this, eight villages in the rural district of 

Dakoro, in Republic of Niger, are considered in the case 

study.  
The characteristics of the villages are studied in aims to 

analyze their spatial distribution, to define their distances 
matrix, and to estimate the climatic conditions (solar 
radiation, temperature). Then, a methodology of energy 
demand estimation is presented before to detail the strategy of 
energy management in the multi-sources system. The 
proposed method uses sizing models of the system and it is 
based on a power flow strategy associated to the particle 
swarm swarm optimization method. Experimental tests are 
performed to validate the power flow management strategy 
before using it for optimal power plant design and location. 
The cost of electricity is estimated by using the PSO (Particle 
Swarm Optimization) method that minimizes the proposed 
objective function. 

2. Characteristics of the Study Area 

2.1. Spatial Distribution of Villages 

The rural community of Dakoro covers 42.8% of the area 
of the Maradi region, in the Republic of Niger. The two main 
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activities of the people are the pastoralism (9 months) and 
agriculture (3 months). The density of its population, 
estimated around 34 people per square kilometer, is the 
lowest of the Maradi region. Part of its population is nomadic 
and the villages are sparse. Thus, the strong demographic 
growth, the dispersion of the villages, and the nomadism of a 
part of the population are the parameters to take into account 
in the management strategy of the energetic demand in social 
services. 

2.1.1. Villages location  

The study area is defined by eight villages of Dakoro, 

presented in Fig.1. They are interconnected through a 

microgrid whose architecture is defined from the knowledge 

of locations (GPS coordinates, distances) of all the villages 

to feed. To compensate for the lack of climatic measurement 

data, online or offline computer tools can be used to map, 

locate and record data about the target villages. Different 

configurations of the microgrid are possible, each with its 

constraints, advantages and disadvantages. 
In this study, a centralized power production is considered 

to be located at the village with the optimal position. This 
facilitates monitoring and daily maintenance. It can avoid the 
accessibility difficulties that can arise in the case of regular 
maintenance activities. Nevertheless, the networking of feed 
villages requires regular monitoring of transmission lines, 
based on a SCADA system that can ensure monitoring and 
incident detection. 

2.1.1. Shortest Path based Microgrid Architecture   

The short-path methods, inspired by graph theory, are 
applied in order to estimate the minimal links defining the 
optimal architecture of the multi-source multi-village system. 
The minimum spanning tree connecting all the villages to 
each other is determined by applying Prim's theorem to the 
location data of the villages. The distances corresponding to 
the shortest path connecting all villages are colored in bold in 
Table 1. The result is illustrated in Fig. 2. This configuration 
achieves the minimum total length and therefore the 
minimum of power losses compared to other possible links. 

On the other hand, for the same architecture, the losses 
vary according to the powers flow between the villages. It 
therefore becomes necessary to determine the best location of 
the microgrid plant that achieves the minimum energy losses. 

 
Fig.1 : Cartographie de la commune de Dakoro 

Table 1. Distances between villages (km) – shortest path is defined by bold 

red points with total length of 190,52km 

Village 1 2 3 4 5 6 7 8 

1 0 11.45 27.5 18.89 84.46 43.39 60.98 87.29 

2 11.45 0 38.42 28.31 91.24 54.69 63.34 88.43 

3 27.5 38.42 0 28.31 84.21 17.46 73.8 100.76 

4 18.89 28.31 28.31 0 66.31 36.63 47.56 74.58 

5 84.46 91.24 84.21 66.31 0 79.51 40.61 46.34 

6 43.39 54.69 17.46 36.63 79.51 0 77.73 103.82 

7 60.98 63.34 73.8 47.56 40.61 77.73 0 27.05 

8 87.29 88.43 100.76 74.58 46.34 103.82 27.05 0 

 

 
Fig.2 : Shortest path between all villages corresponding to the microgrid 

architecture 

2.1.2. Estimation of solar radiation  

The efficient use of a solar PV system depends on the 
solar radiation characteristics of the PV system location, 
obtained from experimental measurements. But, the 
measuring instruments are not available in some parts of the 
world because of their purchase cost, maintenance and also 
calibration [3], [4]. Generally, in weather stations, global 
solar radiation is measured on horizontal surfaces.  The 
available data are limited to empirical measurements of 
monthly mean values of sunlight (measurement by 
heliograph). These are often extrapolated, with a lot of 
inaccuracy, from the mean daily data. 

The daily PV production depends on the date, the time of 
day, the duration of exposure, the actual daily irradiation 
duration, and also on the inclination and orientation of the 
panel [5]. The prediction of the optimum production, for a 
given village, requires the knowledge of the zenith angles and 
of the solar radiation components (direct, diffuse and total 
horizontal).  

Many studies show that the orientation and inclination 
have a strong influence on the maximum energy produced by 
the PV generator. Several methods for determining the 
optimal angle according to seasons and climate variations are 
proposed in [4], [6], [7], [8] - [21]. Long terms hourly data of 
sunshine are necessary during the system sizing step, to take 
into account the hourly variability of the climatic conditions, 
but also during the real operation in order to realize 
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permanently an effective supervision based on the system 
history. At the control level, real-time measurements are 
performed to adapt the operation to high variability and to 
ensure the continuous maximum power point tracking 
(MPPT). 

The hourly value Ht of the solar radiation in the plane of 

the PV panel, as well as its daily hourly mean 𝐻𝑡,, is defined 
by (1). It is a function of the soil albedo ρ, the angle of 
incidence θ as well as the zenith angle of the sun θz. For a 
monthly average temperature of the village lower than (-5 ° 
C), the albedo is fixed at 0.7. If the temperature is above 
(0°C), the albedo is set at 0.2. Between (-5°C) and (0°C), it is 
estimated by linear interpolation. 

{
𝐻𝑡 = 𝐻𝑏

𝑐𝑜𝑠𝜃

𝑐𝑜𝑠𝜃𝑧
+ 𝐻𝑑 (

1+𝑐𝑜𝑠𝛽

2
) + 𝐻𝜌 (

1+𝑐𝑜𝑠𝛽

2
)

𝐻𝑡 =
∑ 𝐻𝑡
24
1

24
                                                             

         (1) 

Let’s define 𝐻 as the monthly mean values of global daily 

sunlight,  𝐻𝑏 as its direct component, emitted by the solar 

disk and 𝐻𝑑 as its diffuse component, emitted by the rest of 
the celestial vault. The instantaneous values are defined as the 
global horizontal sunlight H with its diffuse Hd and direct Hb 
components. The relations between these parameters are 
expressed by (2), from the formulas of Collares-Pereira and 
Rabl for the global radiation and the formula of Liu and 
Jordan for diffuse radiation. 

{

𝐻 =
𝜋

24
∗

𝑐𝑜𝑠𝜔−𝑐𝑜𝑠𝜔𝑠

𝑠𝑖𝑛𝜔𝑠−𝜔𝑠𝑐𝑜𝑠𝜔𝑠
∗ (𝑎 + 𝑏 ∗ 𝑐𝑜𝑠𝜔) ∗ 𝐻

𝐻𝑑 =
𝜋

24
∗

𝑐𝑜𝑠𝜔−𝑐𝑜𝑠𝜔𝑠

𝑠𝑖𝑛𝜔𝑠−𝜔𝑠𝑐𝑜𝑠𝜔𝑠
∗ 𝐻𝑑                              

𝐻𝑏 = 𝐻 −𝐻𝑑                                                           

            (2) 

with, 

{
𝑎 = 0,409 + 0,5016 ∗ 𝑠𝑖𝑛 (𝜔𝑠 −

𝜋

3
)

𝑏 = 0,6609 − 0,4767 ∗ 𝑠𝑖𝑛 (𝜔𝑠 −
𝜋

3
)
           (3) 

The hour angle ω, in radians, is positive during the 
morning. It becomes zero at solar noon and negative as the 
afternoon progresses. In particular cases of sunrise and sunset, 
there are the same numerical value of hour angle, expressed 
as ωs, but the sunrise angle is negative and the sunset angle is 
positive sign. The correlation of Erbs et al. [22] is used to 

calculate the diffuse component 𝐻𝑑  based on the monthly 
average of a daily sunlight (4), according to a monthly 

average of the clarity index  𝐾𝑇, varying from 0.3 (rainy 
regions or seasons) to 0.8 (dry and sunny seasons). Outside 
this range, a linear interpolation is performed. 

𝐻𝑑

𝐻
= {

1,391 − 3,560𝐾𝑇 + 4,189𝐾𝑇
2
− 2,137𝐾𝑇

3
, 𝑖𝑓 𝜁 < 81,4°

1,311 − 3,022𝐾𝑇 + 3,427𝐾𝑇
2
− 1,821𝐾𝑇

3
, 𝑖𝑓 𝜁 > 81,4°

          (4) 

The clarity index  𝐾𝑇 is estimated from the average of the 
extraterrestrial radiation  𝐻0 (5), which instantaneous value on 
a horizontal surface H0 is the solar radiation before it reaches 
the atmospheric layer, of the day n. It is attenuated by the 
atmosphere and the clouds in proportion to the clarity index 
KT. The solar constant Gcs is estimated at 1367W/m², with 
m=28 ; 30 or 31 days of the month. The declination δ, angle 
of the sun at the maximum of its course (solar noon), is 
estimated by (7), in degree. The day of the year n = 1 
corresponds to the 1st of January, and n = 32 to the 1st day of 

February. The declination varies between -23.45 ° and 
+23.45, corresponding to December 21th and June 21th 
respectively. 

{
 
 

 
 𝐻0 = 𝛾 ∗

86400𝐺𝑐𝑠

𝜋
∗ (1 + 0,033𝑐𝑜𝑠 (2𝜋

𝑛

365
))

𝐻0 =
∑ 𝐻0
𝑚
1

𝑚
                                                          

𝐾𝑇 =
𝐻

𝐻0
                                                               

            (5) 

 𝛾 = (𝑐𝑜𝑠𝜓𝑐𝑜𝑠𝛿𝑠𝑖𝑛𝜔𝑠 + 𝜔𝑠𝑠𝑖𝑛𝜓𝑠𝑖𝑛𝛿)             (6) 

The declination and the latitude ψ are used to estimate the 
hour angle of the sun, which is the angular displacement of 
the sun around the polar axis in its moving from East to West, 
with respect to the local meridian. It is zero at solar noon, 
negative in the morning, positive in the afternoon and 
increases by 15° per hour, to achieve a 360° turn in 24 hours. 
The sun's angle at sunrise and sunset is called the hourly sun 
angle ωs (7). 

{
𝜔𝑠 = 𝐴𝑟𝑐𝑐𝑜𝑠(−𝑡𝑎𝑛𝜓𝑡𝑎𝑛𝛿) 

𝛿 = 23.45𝑠𝑖𝑛 (2𝜋
284+𝑛

365
)

           (7) 

2.2. Estimation of energy demand  

Depending on usage, access to energy services can be 
classified into three levels. The first level of access to energy 
concerns households and the satisfaction of basic human 
needs through water pumping, lighting, education, health and 
communication. The second level allows productive uses 
based on the development of economic and productive 
activities such as trade, transport, and agriculture. The third 
level corresponds to meeting the individual and collective 
needs of so-called modern societies through individual and 
collective needs such as refrigeration, heating and sanitation 
[23]. 

3. Energy Management Strategy 

3.1 Multi-source sizing models  

An autonomous micro-grid of Fig.3 must ensure 
permanent energy availability. To do this, an information 
layer is added to the power layer in order to achieve effective 
management in real time, through continuous monitoring and 
responsiveness in the event of faults. The information layer 
integrates different features such as network of various 
sensors, system of data acquisition and storage (SCADA), 
local control of electronic converters, global supervision and 
decision rules, interfaces and information flow media ( 
internet, radio frequency, cable, satellite, …). The strategy of 
the optimal sizing of the multi-source system is presented in 
the flowchart of Fig.4.  

3.2 PV power production 

The electrical energy available at the output of the PV 

panel is given by the following well known expression (8).  

{
𝐸𝐴 = 𝜂𝑝𝜂𝑟(1 − 𝜆𝑝)(1 − 𝜆𝑐)𝜂𝑟[1 − 𝜉𝑝(∆T)]𝐴𝑝𝑣�̅�𝑡           

∆𝑇 = (𝑇𝑎 − 25°) + C𝑓(219 + 832𝐾𝑇𝑚)
𝑁𝑂𝐶𝑇−20

800
       

            (8) 

with,  

𝐶𝑓 = {
1                  if    β = β𝑜𝑝𝑡 = 𝜓 − 𝛿

1 − 1,17. 10−4 (𝑠𝑀 − 𝑠𝑟)
2   else   

           (9) 
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The parameters NOCT, ηr and ξp depend on the type of 
PV module considered. ηr is the efficiency of the module at 
the reference temperature of 25°C. ξp is the coefficient of 
temperature, Ta is the average ambient temperature of the 
month, βopt is the inclination of the PV panel (equal to the 
latitude minus the solar declination), Normal Operating Cell 
Temperature (NOCT) is the nominal temperature of the cells 
in operation. The optimum inclination angle SM and the actual 
inclination angle Sr are expressed in degrees. Apv is the surface 
of the PV panel. The produced energy is reduced by the 
various losses λp and the losses due to the conditioning of the 
system λc. 

 
Fig. 3 Synoptic of the microgrid power generation 

 
Fig. 4 Flowchart of the optimization process 

3.3 Efficiency and Energy Storage Capacity 

The Kinetic Battery Model (KiBaM) is used in this 

study. It is considered as a reservoir of two compartments, 

one of which contains an immediately available capacity Q1 

(Ah) and the other the "chemically bound" capacity Q2 (Ah), 

expressed by (10)[24]. 

{
 
 

 
 𝑄 = 𝑄1 + 𝑄2                                                                                         

𝑄1 = 𝑄10𝑒
−𝑘Δ𝑡 +

(𝑄𝑘𝑐+𝐼)(1−𝑒−𝑘Δ𝑡)

𝑘
+

𝐼𝑐(𝑘Δ𝑡−1+𝑒−𝑘Δ𝑡)

𝑘
                   

𝑄2 = 𝑄20𝑒
−𝑘Δ𝑡 +𝑄(1 − 𝑐)(1 − 𝑒−𝑘Δ𝑡) +

𝐼(1−𝑐)(𝑘Δ𝑡−1+𝑒−𝑘Δ𝑡)

𝑘
 

        (10) 

The maximum capacity Qmax (Ah) of the battery is 

defined by (11), for a constant current. In principle, Qtc is 

estimated from the nominal capacity data and the discharge 

time indicated by the manufacturer. The maximum energy 

Ebmax (in Wh) is deduced by integrating the instantaneous 

value of the battery voltage. 

{
𝑄𝑚𝑎𝑥 =

𝑄𝑡𝑐(1−𝑒
−𝑘𝑡𝑐)(1−𝑐)+𝑐𝑘𝑡𝑐

𝑐𝑘𝑡𝑐

𝐸𝑏𝑚𝑎𝑥 = 𝑉 ∗ 𝑄𝑚𝑎𝑥                    
         (11) 

The maximum values of the current in charge IcmaxQ and 
discharge IdmaxQ modes are estimated according to the 
capacities of the battery by (12). 

{

                                                                  

𝐼𝑐𝑚𝑎𝑥𝑄 =
−𝑘𝑐𝑄𝑛𝑜𝑚+𝑘𝑄10𝑒

−𝑘Δ𝑡+𝑄𝑘𝑐(1−𝑒−𝑘Δ𝑡)

1−𝑒−𝑘Δ𝑡+𝑐(𝑘Δ𝑡−1+𝑒−𝑘Δ𝑡)
  

𝐼𝑑𝑚𝑎𝑥𝑄 =
𝑘𝑄10𝑒

−𝑘Δ𝑡+𝑄𝑘𝑐(1−𝑒−𝑘Δ𝑡)

1−𝑒−𝑘Δ𝑡+𝑐(𝑘Δ𝑡−1+𝑒−𝑘Δ𝑡)
                   

       (12) 

An additional constraint is taken into account. It consists 
of defining the limits of the current which determines the 
internal energy losses through the internal resistance Rbat. 
Indeed, the power delivered or stored by the battery Pbat is 
limited by the power dissipation in the internal resistance 
according to (13), when considering the discharge mode as 
the reference. The maximum current is deduced by canceling 
the derivative of the power. 

{
𝑃𝑏𝑎𝑡 = 𝐸𝑏𝑎𝑡𝐼𝑏𝑎𝑡 − 𝑅𝑏𝐼𝑏𝑎𝑡

2

𝐼𝑏𝑎𝑡𝑚 =
𝑉𝑏𝑎𝑡

2𝑅𝑏
                      

          (13) 

The maximum values to be retained, in charge and 
discharge modes, correspond to the minimum between the 
estimated quantities, as presented by (14). 

{
𝐼𝑐𝑏𝑚𝑎𝑥 = 𝑚𝑖𝑛(𝐼𝑐𝑚𝑎𝑥𝑄 , 𝐼𝑏𝑎𝑡𝑚)

𝐼𝑑𝑏𝑚𝑎𝑥 = 𝑚𝑖𝑛(𝐼𝑑𝑚𝑎𝑥𝑄 , 𝐼𝑏𝑎𝑡𝑚)
          (14) 

3.4 Diesel generator fuel consumption et energetic 

compensation  

The hourly consumption of fuel Cfuel_h (in liter per hour) 

of the generator set is a linear function of the nominal power 

Pndies (kW) and that delivered in operation Pdies (kW) (15). 

The powers delivered vary according to the hourly demand. 

The cumulative over 8760 h is the annual fuel consumption 

Cfuel_a. 

{
𝐶𝑓𝑢𝑒𝑙_ℎ = 𝐵 ∗ 𝑃𝑛𝑑𝑖𝑒𝑠 + 𝐴 ∗ 𝑃𝑑𝑖𝑒𝑠

𝐶𝑓𝑢𝑒𝑙_𝑎 = ∑ 𝐶𝑓𝑢𝑒𝑙_ℎ
8760
ℎ=1                    

         (15) 

The coefficients are defined by A= 0,246l/kWh and 

B=0,08415l/kWh [25]. 
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4. Estimation of the Optimal Cost of Electricity 

The effective annual interest rate Tr is estimated according 
to the nominal discount rate Tn and the expected inflation rate 
tinf. The Capital Recovery Factor (CRF) is expressed by (16) 
for the project’s lifetime, corresponding to the PV lifetime 
Npv, in this study. 

{

𝑇𝑟 =
𝑇𝑛−𝑡𝑖𝑛𝑓

𝑇𝑛+𝑡𝑖𝑛𝑓
            

𝐶𝑅𝐹 =
𝑇𝑟(1+𝑇𝑟)

𝑁𝑝𝑣

(1+𝑇𝑟)
𝑁𝑝𝑣−1

           (16) 

The Total Life Cycle Cost TLCC os the system is defined 
by (17) as the sum of the total costs (in €/ year) of investment 
CTAinv, of component replacement CTAremp, of maintenance 
CTAo&m and of residual value VR at the end of the lifetime. 
VR is considered as null, in general case. 

𝑇𝐿𝐶𝐶 = 𝐶𝑇𝐴𝑖𝑛𝑣 + 𝐶𝑇𝐴𝑟𝑒𝑚𝑝 + 𝐶𝑇𝐴𝑜&𝑚 + 𝑉𝑅         (17) 

Let’s define Econso(h) as the hourly energy consumption, in 
kWh, by all users over the year. The cost of electricity Ckwh, in 
€/kWh, is obtained from the ratio (18). The annualized cost of 
the system CCVA (in € / year) is estimated from (18) [26], 
[27]. 

{
min𝐶𝑘𝑤ℎ =

𝐶𝐶𝑉𝐴

∑ 𝐸𝑐𝑜𝑛𝑠𝑜(ℎ)
8760
ℎ=1

𝐶𝐶𝑉𝐴 = TLCC ∗ 𝐶𝑅𝐹
          (18) 

To estimate the discounted costs of the components, the 
Present Value Factor PVFa,x [28] is used to convert, or 
conversely, the Future Cost (FC) of a monetary sum, that it is 
about incomes or costs, with its present value defined by (19), 
for n years. The investment cost CTAinv (20) includes 
acquisition costs of PV panels, batteries and generators as 
well as the interfaces and electronic converters. 

{
𝐶𝐴𝑎,𝑥 = 𝐹𝐶𝑎,𝑥 ∗ 𝐹𝑉𝐴𝑎,𝑥

𝑃𝑉𝐹𝑎,𝑥 =
1

(1+𝑇𝑎𝑟,𝑥)
𝑁𝑥

          (19) 

Because of the investment is made today, CFa,x=CAa,x, an 
uniform factor for all components can be used, such as 
FVAinv,x=1. Nx is defined as the number of component x. 

𝐶𝑇𝐴𝑖𝑛𝑣 = 
𝑁𝑝𝑣 ∙ 𝐶𝐴𝐼,𝑝𝑣 + 𝑁𝑑𝑖𝑒𝑠 ∙ 𝐶𝐴𝐼,𝑑𝑖𝑒𝑠 +⋯ 

+𝑁𝑏𝑎𝑡 ∙ 𝐶𝐴𝐼,𝑏𝑎𝑡 +𝑁𝑐𝑜𝑛𝑣 ∙ 𝐶𝐴𝐼,𝑐𝑜𝑛𝑣
        (20) 

The total discounted replacement cost CTAremp(€) of the 
components (batteries, converters) is defined by (21), with 
Cr,x the replacement cost of the unit considered. It is 
considered that this cost is equal to the current acquisition 
cost CAinv,x of the same unit. Let Nx be the number of time the 
component x is replaced during the lifetime. This is the ratio 
between the lifetime of the overall system and the component 
replacement period.  

{
𝐶𝑇𝐴𝑟𝑒𝑚𝑝 = 𝜏𝑏𝑎𝑡,𝑟 + 𝜏𝑐𝑜𝑛𝑣,𝑟

𝜉𝑥 = 𝑒𝑛𝑡𝑖𝑒𝑟 (
𝑁𝑝𝑣

𝑁𝑥
)               

          (21) 

With, 

 {
𝜏𝑏𝑎𝑡,𝑟 = 𝜉𝑏𝑎𝑡 ∗ 𝑁𝑏𝑎𝑡 ∙ 𝐹𝐶𝑖𝑛𝑣,𝑏𝑎𝑡 ∗ 𝑃𝑉𝐹𝑟𝑒𝑚𝑝,𝑏𝑎𝑡          
𝜏𝑐𝑜𝑛𝑣,𝑟 = 𝜉𝑐𝑜𝑛𝑣 ∗ 𝑁𝑐𝑜𝑛𝑣 ∙ 𝐹𝐶𝐼,𝑐𝑜𝑛𝑣 ∗ 𝑃𝑉𝐹𝑟𝑒𝑚𝑝,𝑐𝑜𝑛𝑣

        (22) 

 The total cost of maintenance CTAo&m(€) is expressed by 
(23) 

𝐶𝑇𝐴𝑜&𝑚 = 𝜏𝑜&𝑚,𝑝𝑣 + 𝜏𝑜&𝑚,𝑑𝑖𝑒𝑠 + 𝜏𝑜&𝑚,𝑏𝑎𝑡 + 𝜏𝑜&𝑚,𝑏𝑎𝑡        (23) 

With, 

{
 

 
𝜏𝑜&𝑚,𝑝𝑣 = 𝑁𝑝𝑣 ∗ 𝐹𝐶𝑜&𝑚,𝑝𝑣 ∗ 𝐹𝑉𝐴𝑜&𝑚,𝑝𝑣                   
𝜏𝑜&𝑚,𝑑𝑖𝑒𝑠 = 𝑁𝑑𝑖𝑒𝑠 ∗ 𝐹𝐶𝑜&𝑚,𝑑𝑖𝑒𝑠 ∗ 𝐹𝑉𝐴𝑜&𝑚,𝑑𝑖𝑒𝑠  
𝜏𝑜&𝑚,𝑏𝑎𝑡 = 𝑁𝑏𝑎𝑡 ∗ 𝐹𝐶𝑜&𝑚,𝑏𝑎𝑡 ∗ 𝐹𝑉𝐴𝑜&𝑚,𝑏𝑎𝑡         

𝜏𝑜&𝑚,𝑐𝑜𝑛𝑣 =  𝑁𝑐𝑜𝑛𝑣 ∗ 𝐹𝐶𝑜&𝑚,𝑐𝑜𝑛𝑣 ∗ 𝐹𝑉𝐴𝑜&𝑚,𝑐𝑜𝑛𝑣

        (24) 

But, when considering an average annual maintenance 
cost CMo&m of the overall system, CTAo&m cost can be 
expressed as (25). 

𝐶𝑇𝐴𝑜&𝑚 = 𝑁𝑝𝑣 ∗ 𝐶𝑀𝑜&𝑚 ∗ 𝐹𝑉𝐴𝑜&𝑚         (25) 

The expected cost of electricity Ckwh is the minimum cost 
to make operating expenses as well as the recovery of the 
investment costs, with zero profit. By incorporating an 
expected profit corresponding to a percentage of the 
investment cost, the price of electricity may increase. The 
objective function aims to minimize this cost by applying a 
multi-criteria optimization method based on particle swarm 
behavior.  

5. Strategy of power flow management 

In a renewable energy system, the batteries support a 
relative variability of production and consumption, to achieve 
a power balance on the AC bus as (26). 

{
∑ 𝑃𝑖(𝑡) = 0𝑛
𝑖=1                                                                    

𝜂𝑖𝑛𝑣 ∗ (𝑃𝑝𝑣(𝑡) − 𝑃𝑠𝑡(𝑡)) + 𝑃𝑑𝑖𝑒𝑠(𝑡) − 𝑃𝐿𝑜𝑎𝑑(𝑡) = 0
             (26) 

The nominal power of the load consists of two 
components. These are the priority and secondary loads, as 
expressed by (27). A degree of freedom is defined by the so-
called Flexible Load PFL which value is zero in normal 
operation. It corresponds to a variable and unpredictable load. 

𝑃𝐿𝑜𝑎𝑑(𝑡) = 𝑃𝑃𝐿(𝑡) + 𝑃𝑆𝐿(𝑡)          (27) 

The powers provided by the PV and battery to the AC bus 
are expressed by (28). 

{
𝑃𝑝𝑣𝐴𝐶(𝑡) = 𝜂𝑖𝑛𝑣 ∗ 𝑃𝑝𝑣(𝑡) 

𝑃𝑠𝑡_𝐴𝐶(𝑡) = 𝜂𝑖𝑛𝑣 ∗ 𝑃𝑠𝑡(𝑡)
          (28) 

On the other hand, the actual contribution of the PV, 
Contribpv, at a given moment can be lower than the PV 
production at the same time, due to the losses and the storage 
processes. Since the batteries are intended to absorb 
exclusively additional PV production, the instantaneous 
contributions of renewable energy productions on the DC and 
AC buses can be expressed according to (27). 

{
𝑃𝑒𝑛𝑟_𝐴𝐶(𝑡) = 𝑃𝑝𝑣_𝐴𝐶(𝑡) − 𝑃𝑠𝑡_𝐴𝐶(𝑡)
𝑃𝑒𝑛𝑟_𝐷𝐶(𝑡) = 𝑃𝑝𝑣(𝑡) − 𝑃𝑠𝑡(𝑡)           

         (27) 

Energy flow management is based on sequential tests, the 
first level is defined by the difference (28) between 
photovoltaic production and the load demand. Potentialst and 
Deficitdst are defined as the power that can be stored, or 
discharged, by the batteries, respectively.  

{
 
 

 
 
𝛥𝑃𝑝𝑟𝑜𝑑(𝑡) = 𝑃𝑝𝑣_𝐴𝐶(𝑡) − 𝑃𝐿𝑜𝑎𝑑(𝑡)

𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑠𝑡(𝑡) =
𝛥𝑃𝑝𝑟𝑜𝑑(𝑡)>0

𝜂𝑖𝑛𝑣∗𝜂𝑏𝑎𝑡
          

𝐷𝑒𝑓𝑖𝑐𝑖𝑡𝑑𝑠𝑡(𝑡) =
𝛥𝑃𝑝𝑟𝑜𝑑(𝑡)<0

𝜂𝑖𝑛𝑣∗𝜂𝑏𝑎𝑡
             

         (28) 
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The system’s operation can be illustrated by several 
scenarios determined by the energy availability and the state 
of the batteries charge, as well as the level of the energy 
demand. The energy deficit is compensated by the diesel 
generator that can operate in continuous or intermittent mode, 
with power and speed limits. The operating dynamics have an 
impact on the overall cost, through the size of the system and 
the maintenance costs. In the limited operation range, the 
diesel generator can provide variable power between the 
extrema, in aims to improve its lifetime. 

The charge and discharge capacity of the battery is 
estimated from the EDC as (29). 

 {
∆𝐸𝑑𝑏𝑎𝑡 = 𝐸𝑏𝑎𝑡(𝑡 − 1) − 𝐸𝑏𝑎𝑡_𝑚𝑖𝑛(𝑡)

∆𝐸𝑐𝑏𝑎𝑡 = 𝐸𝑏𝑎𝑡_𝑚𝑎𝑥(𝑡) − 𝐸𝑏𝑎𝑡(𝑡 − 1)
         (29) 

The PV contribution is equal to the demand of the load as 
(30). 

{

𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝑝𝑣(𝑡) = 𝑃𝐿𝑜𝑎𝑑(𝑡)                     

𝐺𝐴𝑃𝑐ℎ = ∆𝐸𝑐𝑏𝑎𝑡 − 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑠𝑡(𝑡)      

𝐺𝑎𝑝𝑑𝑒𝑐ℎ = ∆𝐸𝑑𝑏𝑎𝑡 − |𝐷𝑒𝑓𝑖𝑐𝑖𝑡𝑑𝑠𝑡(𝑡)|

         (30) 

 

 
Fig. 5 Principle algorithm of energy flow management in the multisource 

system 

Fig.5 describes the main cases identified in the 
distribution of energy flow in the multisource system. These 
cases are used in the energy management algorithm for 
system sizing. The generator set is considered in intermittent 
operation with imposed power limits and the PV outputs are 
optimized by the maximum power point tracking method. 
In (Case 1), the PV production is greater than the demand of 
the load, and lower in Case 2. Photovoltaic energy is 
insufficient to satisfy all the needs of the electrical loads. The 
batteries can be used to compensate the energy deficit. If 
necessary, the diesel group will be involved. If the battery is 
sufficient to compensate the deficit, (Case 2.1) occurs, 
otherwise, the battery is insufficient to compensate the deficit 
and the Diesel can be started (Case 2.2). The minimum power 
delivered by the diesel must be greater than or equal to 20% 
of its nominal power.  (Case 2.2.2) occurs if the deficit is 
greater than the batteries capacity, and less than the minimum 
starting power of the diesel generator. So, the batteries can be 

charged and the flexible charge activated if necessary. Else, 
the loop of (Case 2.2.1) starts.The algorithm of energy 
management is implemented in Matlab software and called by 
the Particle Swarm Optimization (PSO) method during the 
system sizing simulations. The optimal combination of the 
system components (PV panels, diesel generator, batteries) is 
estimated by taking into account the various constraints 
identified in order to minimize the objective function. In this 
case study, it consists to minimize the cost of electricity Ckwh. 

1) Particle Swarm Optimization (PSO) Method 

The Particle Swarm Optimization (PSO) method was 

originally proposed by R. C. Eberhart and J. Kennedy in 

1995 [29]-[33]. It is inspired from the dynamics of the social 

behaviour of animals moving in compact groups (bee 

swarms, group flights of birds …). The probability of an 

individual's decision is based on social and community 

behaviour. At each simulation step, the velocity and position 

of each particle are updated and they retain in memory their 

coordinates associated with the best solution (physical 

condition) it has reached so far. This is the best personal 

solution called Pbest. But, the overall solution found 

corresponds to the best overall value Gbest, and its 

coordinates, obtained so far by any particle of the population. 

The particle speed is weighted with randomly generated 

numbers to accelerate the particle to the strongest and most 

generous locations. From the initial version of the PSO 

algorithm, some improvements are made by the some 

authors. Part of them proposed by [29], [30] use an 

additional coefficient called "constriction coefficient" which 

improves the convergence of the particles and prevents the 

collapse if the adequate social conditions are reached. 

The PSO algorithm, which is simple to understand, to 

program and to use, is particularly effective for continuous 

variable optimization problems. The advantage of the PSO is 

its insensitivity to the scaling of design variables, its simple 

implementation, its ease of paralleling for simultaneous 

processing, and its lack of derivatives. It is also an algorithm 

that uses very few parameters and whose global search is 

very efficient. However, like all metaheuristics, the PSO has 

disadvantages, which still repel some users. The problem of 

premature convergence, which can lead algorithms of this 

type to stagnate in a local optimum, is one of these 

disadvantages. 

As part of this study, the algorithm is applied to energy data 

under defined constraints and assigned objectives. From the 

community energy needs, the optimization criteria are 

defined and applied to the identified variables of the system 

sizing models. In addition, the constraints and the objective 

function are formulated. Different scenarios corresponding to 

various configurations of the microgrid plant are tested in 

iterative processes. Then, the optimal solution of the shortest 

path between all villages is chosen. The PSO algorithm is 

based on the speed Vi
(t + 1) (31) of the individual i at the 

iteration (t+1) related to the acceleration coefficients C1 and 

C2 which are random binary numbers [0, 1], on the position 

Xi
t of the individual i at the iteration t, on the best individual 

position Pbest at the iteration t, and on the best global position 

Gbest until the iteration t. 
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{
𝑉𝑖
𝑡+1 = 𝐾[𝑉𝑖

𝑡 + 𝛾𝑖
𝑡 + 𝛽𝑖

𝑡]

𝑋𝑖
𝑡+1 = 𝑋𝑖

𝑡 + 𝑉𝑖
𝑡+1           

          (31) 

with, 

{
𝛾𝑖
𝑡 = 𝑐1𝑟1(𝑃𝑏𝑒𝑠𝑡𝑖

𝑡 − 𝑋𝑖
𝑡)

𝛽𝑖
𝑡 = 𝑐2𝑟2(𝐺𝑏𝑒𝑠𝑡𝑖

𝑡 − 𝑋𝑖
𝑡)

         (32) 

The relationships between the constriction coefficients are 
defined by (33). 

𝐾 =
2

|2−𝜑−√𝜑2−4𝜑|
  , 𝜑 = 𝑐1 + 𝑐2, 𝜑 > 4        (33) 

For good convergence, the condition (φ> 4) on the 
constriction factor is verified by the choice of coefficients C1 
= C2 = 2.05 [30]. 

B. Results of experimental validation of the energy 

management strategy 

The storage device is supervised by Battery Management 
System (BMS) that integrates the main theoretical limits of 
the battery from the current point of view, 
charging/discharging capacity and extreme temperature 
levels. Likewise, each cell is monitored to prevent an 
imbalance that can affect the proper operation of the system. 
The estimated limits of currents and capacities are 
implemented to the supervisory algorithm. 

Experimental tests were conducted to test the energy 
management and decision laws that are implemented under 
the python language on the programmable automate 
associated to a webserver. The experimental platform shown 
in Fig.6 consists of PV panels (2.5kWp), Li-Ion batteries 
(5kWh), electrical load (4kW), and a multifunctional inverter 
(5kW). The DC input voltage range of the inverter varies 
between 120V and 500V with an AC output of 230V/50Hz. A 
data acquisition and control system (SCADA) is used for 
remote management to process in real time a large number of 
data through webserver. 

 
Fig.6 Experimental test platform of multi-sources power plant. 

The energy management system of the microgrid allows 
local or remote control of technical installations (sensor 
networks, centralized technical management. It is a solution 
for simple and fast operation from any client station equipped 
with an internet browser. Fig.7 shows the temporal variations 
of the PV productions and the profile of the main load. High 
variability is observed due to the fairly frequent passage of 
clouds during the test period. Scaled variations are imposed to 
the load to better observe and analyze flow dynamics. The 
proposed energy management strategy defines two categories 
of electrical loads: a main load PPL (sum of priority and 
secondary loads) as well as a flexible load PFL that is powered 

based on the energy availability. This last can be a pumping 
system, watering, slippery loads on the day (dishes, laundry 
...). Given the constraints of using a diesel generator in the 
laboratory, a connection to the electrical network is made. 
The excess energy for the flexible loads PFL is sent to the grid 
and the expected contribution of the generator is provided by 
the power grid. The curve of the PV power as a function of 
the PV voltage, Fig.8, shows that the operation is maintained 
at the maximum power regardless of the variation of the solar 
radiation. This illustrates the effectiveness of the implemented 
MPPT method. The batteries processes of charging and 
discharge are presented in Fig.9, with the power of flexible 
loads and diesel emulator ones. Fig.10 shows the performance 
of the system regulation through the voltages evolutions of 
the solar panels and the AC bus. The ripples of the PV voltage 
are limited in a narrow band around the average value due to 
good regulation. The batteries charge and discharge processes 
depend on the relative variations of PV output and load 
demand. In the case of a complete charge of batteries, the 
surplus of PV energy is returned to the grid, it is the part of 
energy allocated to the flexible loads. The contribution of the 
diesel generator is assimilated to the phase during which the 
electric grid supplies power.  

6. Optimal Power Plant Design and Location 

Particle swarm optimization is used to determine the size 
of the system as well as the characteristics of the components. 
The main objective is to minimize the cost of electricity 
produced and consumed in the microgrid. But, because of the 
need to install power transmission lines, losses of power are 
predictable. These must be taken into account in the definition 
of the architecture of the microgrid whose interconnections 
must realize the minimum of possible losses. 

Once the architecture is estimated, the plant location must 
also achieve the minimum losses and/or the cost of electricity 
compared to other target villages. The ideal case would be to 
achieve the minimum of the two objectives on the same 
village but, in the present study, the estimation of the two 
parameters is done independently. This nonetheless opens the 
way to perspectives of combining the two approaches. The 
final arbitration for choosing the optimal location is done by 
comparing the results of the two approaches. 

 

 
Fig.7 Temporal variations of PV productions and power of the main load 
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Fig.8 : PV power as a function of voltage, highlighting the MPPT 

performance 

 
Fig.9 : Charging power and discharge the battery (blue) and power 

flexible loads (red, negative) and provided by the emulator of the 

diesel group (red, positive). 

 

Fig. 10: Voltages variations of  the PV and AC bus 

A. Method of the Minimum Lines Losses 

The shortest path between villages is generated by 
applying the Prim’s algorithm to the distances matrix. The 
goal is to find the minimum spanning tree. The matrix of the 
shortest paths between the villages is presented in Table 2. It 
defines the architecture of the microgrid. But, it is necessary 
to find the optimal location of the power generation plant. 

The microgrid is defined by a 20kV transmission and a 
0.4kV distribution lines. The power losses in the transmission 
lines are estimated by considering each village, successively, 
as the location of the generation plant. Simulation results are 
presented in Table 3. The daily energy consumption in the 
eight villages is estimated around 5.6MWh. The lowest ratio 
of energy losses is estimated around 5.69% of the daily 
energy. It corresponds to the village 7 which seems to be a 
suitable location of the generation plant. This can ensure a 

lower energy flow in the transmission lines because of a big 
part of energy is consumed at village 7.  

Table 2. Matrix of the shortest path between villages i and j 

Village i Village i Distance (km) 

1 2 11.45 

1 4 18.89 

1 3 27.5 

3 6 17.46 

4 7 47.56 

7 8 27.05 

7 5 40.61 
 

Table 3. Power losses estimated for each village taken as the power plant 
location 

Village Demand (kWh) ∑Losses (kWh) Ratio (%) 

1 63.29 707.66 12.64 

2 916.52 814.20 14.54 

3 413.15 1034.11 18.47 

4 956.30 547.40 9.78 

5 768.65 736.65 13.16 

6 168.92 1253.34 22.39 

7 1829.08 318.33 5.69 

8 483.36 635.71 11.35 

 

B. Method of the Minimum Cost Of Electricity (COE) 

In this method, climatic data of each village are used to 
estimate the PV power productions, the storage capacity and 
the diesel generator contributions, according to the total 
energy demand in the microgrid. The minimum cost of 
electricity is reached by applying the PSO algorithm. For each 
village, considered as the location of the power generation 
system, the minimum of the COE is found from iterative 
simulations. This is called local minimum.  For each case, 
size and nature of the system components are proposed and 
presented in Fig.11. Relationship between components can be 
observed. The solar radiation value has a strong influence on 
the PV output, and consequently, on the transit power which 
determines the size of the converters. 

At the end of all simulations, the global minimum is 
reached and it defines the optimal price of electricity. So, the 
corresponding village can be considered as the optimal 
location of the power plant. In this case, village 6 provides the 
minimum COE of 0.108 euros, as presented in Table 4. It 
achieves the best compromise in terms of PV production, 
satisfaction of energy demands, storage, diesel generator size 
and loss of loads. 

C. Optimal location of the power plant 

Depending on the considered optimization criterion, it is 
possible to achieve different results concerning the optimal 
village to be retained for the implementation of the power 
sources. In the case study, villages 6 and 7 present minimum 
cost and power loss respectively. An additional parameter of 
decision support is necessary to choose the suitable location. 
It can be based on the estimation of the total cost of the 
energy production and the lines losses ones, as in Table 4. 
The architecture of the microgrid presented in Fig. 12, with 
the power plant located at village 6. It can be observed that 
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the village 6 has the lowest total COE, one of the lowest 
energy consumption but presents the great loss of power 
when it is considered as the location of power plant. While 
village 7 has the largest consumption ratio and the lowest 
power loss. In addition, it has more solar potential than 
village 6. 

7. Conclusion 

The Multi-village microgrid aims to ensure the energy 
autonomy of several neighboring villages in a system of 
energy cooperation through their interconnection. The system 
proposed in this study integrates PV panels, storage battery, 
diesel generator and different kind of loads. Such a 
combination strengthens energy availability with a significant 
renewable energy penetration rate but requires dedicated 
sizing based on efficient sizing models, based on 
experimental characterizations, behavioral analysis and 
definition of management strategies. The energy management 
in the system is based on decision rules.  

The proposed methodology for the design of such a 
system is described by the following main steps: 
- development of a mathematical model for estimating the 

solar potential of a village, as a function of optimal 
inclination, direction and position; 

- modeling of power sources (PV, generator) and storage 
batteries, for the purpose of estimating the producible and 
the constituents of the power plant;  

- development of a methodological approach for estimating 
energy needs by sector of activity and services for each 
village; 

 
Fig.11 Optimal constitution of the power plant for each village 

considered as the system location. Size of PV, Diesel generator, PV converter 
(Reg_PV), batteries, battery converter (Reg_Batt), and inverter are presented 

in kW and kWh (for battery). 

Table 4: Estimation of the COE, energy losses and cost of the total production 

of electricity. 

 

 

 

Fig. 12 Optimal location of the power plant and the architecture of the 
microgrid. 

- analysis of the energy efficiency and power losses; 
- study of the possible architectures of the microgrid and 

estimation of the shortest path based on the graph theory; 
- Estimation of the optimal location of the power plant by 

minimizing the cost of electricity as well as losses of 
power by using the particle swarm optimization method; 

- Development of energy management algorithms and 
decision support in a multi-source system; 

 The analysis of the results obtained shows a real 
maximization of the PV production as well as the good 
performance of control and the overall supervision. 
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