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Abstract- Solar energy is indeed a promising source of clean and renewable electricity generation. It is worth noting that there 

has been a growing interest in the utilization of solar photovoltaic energy as a sustainable energy source. The integration of 

renewable energy into large-scale power grids poses challenges to grid security and stability due to the intermittent nature of 

power generation resulting from meteorological parameters. As a result, accurate solar irradiance forecasting is gradually 

becoming more crucial for system planning as a means of minimizing solar irradiance fluctuations. Increasingly more models 

are being taken into consideration for forecasting as artificial intelligence technologies, particularly deep learning, advance owing 

to their greater capacity to handle challenging nonlinear issues. Our team has developed a cutting-edge forecasting model that 

utilizes Long Short-Term Memory (LSTM) to accurately predict solar radiation. The accuracy of the forecast is being evaluated 

using meteorological parameters obtained from the city of Douala in Cameroon. Based on the experimental results presented, it 

appears that the LSTM model may offer superior prediction performance, as evidenced by the reported RMSE of 0.47W/m2 and 

MAE of 5.2813W/m2. 
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1. Introduction 

The depletion of fossil fuels and the phenomenon of 

global warming has prompted a surge in the utilization and 

advancement of Renewable Energy Sources (RES) in recent 

times. Renewable energy sources, namely solar, wind, hydro, 
and geothermal power, have been acknowledged as innovative 

solutions to the aforementioned issues and are indicative of the 

future of energy progress [1]. Solar and wind power have 

gained widespread popularity as alternative sources of energy, 

and are being increasingly adopted in numerous countries 

worldwide, surpassing other conventional sources. Renewable 

energy sources, namely solar and wind power, are increasingly 

being recognized as the most viable options for power 

generation in various settings, including residential, 

commercial, and industrial applications.  

Nevertheless, the variability of RES remains high and is 

significantly influenced by geographical location and weather 

patterns [2]. The incorporation of RES into the pre-existing 

energy infrastructure is presenting a significant obstacle. The 

integration in question has garnered significant attention 
owing to its capacity to produce electrical energy. Renewable 

energy plants are frequently utilized in smart grids, but their 

integration into grid-connected sources has presented notable 

challenges for power grids. These challenges include issues 

related to system stability, reliability, power balance, reactive 

power compensation, and frequency response, as noted in 

sources [3], [4]. Therefore, it seemed that forecasting the 

potential of these systems would be a promising approach to 

address these issues. 

Numerous scholars have directed their attention towards 

enhancing the energy output of said systems by optimizing 
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various factors such as the number of modules, storage 

capacity, inverter, and controller type [5]. The appropriate 

planning of storage systems has the potential to enhance the 

functioning of electrical networks that rely on renewable 

energies [6]. The process of determining the appropriate 

dimensions is a critical aspect of designing models in such 

systems. The RES modeling approach encompasses not only 

the determination of appropriate plant sizes but also 

incorporates the consideration of planning these facilities in 

the face of fluctuating weather patterns [7]. The sporadic 

nature of renewable energy sources may result in a significant 

equilibrium challenge between the generation of electricity 

and the demand for power. Consequently, it is imperative to 

program the production systems during the planning phase to 

align the production process with the anticipated load profile.  

The provision of dependable forecasting data from these 

sources enables network operators to anticipate instances of 

generation scarcity or surplus. The utilization of RES could be 

optimized through the implementation of power forecasting 

techniques. The accurate forecasting of solar irradiance is 

crucial for the effective operation, management, and control 

of real-time electric power systems, as it enables the prediction 

of photovoltaic power variability [8]. The accurate solar 

forecast mentioned here serves to mitigate the effects of 

production variability, enhance the reliability of the system, 

facilitate greater integration of renewable energy sources, and 

lower the expenses associated with maintaining auxiliary 

equipment [9]. The accuracy of prediction models is 

significantly influenced by factors such as spatial and 

temporal resolutions, weather variability, input parameter 

selection, and learning algorithms. The forecast performance 

is subject to the influence of the training modes.  

The subject of solar forecasting is currently of great 

interest, and a number of methods for predicting short-term 

solar irradiances have been recently proposed. In a general 

sense, the act of predicting can be categorized into five distinct 

groups according to the methods used for forecasting, as 

outlined in the reference [10]. The five methods discussed are 

time series analysis, regression analysis, numerical weather 

prediction, image-based forecasting, and machine learning. A 

time series refers to a collection of observations that are 

recorded in chronological order. This type of data is typically 

analyzed using forecasting models that are categorized as 

either stationary or nonstationary. The Autoregressive (AR), 

Moving Average (MA), and Autoregressive Moving Average 

(ARMA) models are frequently employed for the purpose of 

predicting stationary trends. On the other hand, Integrated 

Moving Average (IMA), Autoregressive Integrated Moving 

Average (ARI-MA), Seasonal Autoregressive Integrated 

Moving Average (SARIMA), and other models are utilized for 

predicting non-stationary trends [11]–[13]. In [14], the use of 

Artificial Neural Networks (ANN) and Particle Swarm 

Optimisation (PSO) in a forecasting model is described. 

Regression analysis is a statistical technique utilized to 

estimate the associations between variables. It is a useful tool 

for describing the correlation between solar irradiance and 

exogenous variables, as indicated by sources [15], [16]. 

Numerical weather prediction (NWP) models simulate 

irradiance fluxes at various atmospheric levels, distinguishing 

between the shortwave and longwave components of the solar 

spectrum [17], [18]. In this study, a hidden Markov model 

(HMM) that has been genetic algorithm-optimized is used to 

create a dependable power prediction model. 

The method of Image-based forecasting employs satellite 

cloud images and all-sky images as either a primary or 

supplementary data source for the purpose of predicting 

irradiance. The aforementioned practice has the potential to 

significantly enhance one's forecasting abilities by offering 

advance notice of incoming cloud formations with a time 

frame ranging from several minutes to a few hours [19], [20]. 

As a subdivision of artificial intelligence, the technique of 

machine learning has the ability to acquire knowledge from 

datasets and establish a nonlinear correlation between the 

input and output data. Currently, machine learning (ML) is 

widely utilized as a prevalent methodology for solar 

forecasting and load forecasting, as indicated by recent 

research [10]. Whilst ANNs and SVMs remain fundamental 

machine learning methods for solar irradiance prediction, 

numerous alternative approaches have been employed in 

recent times. These include k-nearest neighbors (kNN), 

random forest (RF), gradient-boosted regression (GBR), 

hidden Markov models (HMMs), fuzzy logic (FL), wavelet 

networks (WNN), and LSTM. The aforementioned methods 

have not been presented in an exhaustive manner. Numerous 

additional implementations of machine learning algorithms 

for the purpose of solar radiation forecasting can be observed 

in contemporary scholarly works [21]. 

Long Short-Term Memory (LSTM) has demonstrated 

efficacy as a novel machine-learning technique in the domain 

of solar irradiance prediction, as evidenced by prior research 

[22], [23]. Owing to its distinctive cellular configuration, the 

memory system is capable of retaining crucial attributes that 

are pertinent to the learning experience and enhancing overall 

efficacy. Consequently, the utilization of LSTM for irradiance 

prediction enables the acquisition of correlation over 

consecutive hours and the identification of long-term trends, 

such as seasonal patterns. Chu et al [24] introduced a new 

method for predicting solar irradiance that incorporates a 

dataset based on images and employs the LSTM model. The 

model under consideration has been formulated with the aim 

of predicting solar irradiance for a time horizon ranging from 

5 to 60 minutes in advance. The present study introduces two 

distinct methodologies that rely on input variables provided by 

the LSTM model. The initial approach involves utilizing solar 

irradiance values from 5 minutes prior, current solar 

irradiance, and a central value as input parameters. The second 

approach incorporates various input parameters, including 

solar irradiance values from five minutes prior, the most recent 

solar irradiance reading, the central value, the variance value, 

the red-blue comparison method, and the three-step search 

method. The LSTM model that was trained using the second 

method exhibited superior predictive outcomes. Fuel 

availability and consumption are impacted by pandemic-

related difficulties, demanding predictive techniques like 

artificial intelligence. In order to forecast future oil 

consumption and access in the European Union area and 

candidate nations, this research employs decision trees, Naive 

Bayes, SVM, k-NN, and Ensemble Boosted trees [25]. 
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Justin et al. [26] introduced a modified version of the 

LSTM model, specifically a stacked LSTM model that 

incorporates Principal Component Analysis (PCA), in order to 

improve the accuracy of solar irradiance prediction. Data was 

gathered over a six-month period spanning from September 

2019 to February 2020 from a weather station located in 

Morong, Rizal. The dataset utilized in this study comprises 

various meteorological variables, including humidity, ambient 

temperature, location altitude, station temperature, sea level 

pressure, wind speed, illuminance, and absolute pressure. The 

study conducts a comparative analysis of the efficacy of the 

proposed stacked LSTM model vis-à-vis other deep learning 

models such as Convolutional Neural Network (CNN) and 

Bidirectional LSTM. The model under consideration has 

demonstrated a high degree of accuracy, as evidenced by its 

Normalized Root Mean Square Error (MMSE) value of 0.953 

and Mean Absolute Error (MAE) value of 41.738 W∕m2. In 

their study, Yu et al. [27] utilized the LSTM model to forecast 

solar irradiance for a one-hour period in three distinct regions 

of the United States, namely Atlanta, New York, and Hawaii. 

The model under consideration has incorporated various input 

parameters, including but not limited to clear sky index, 

relative humidity, cloud type, dew point, solar zenith angle, 

temperature, precipitable water, wind speed, and wind 

direction. Solar data was gathered between 2013 and 2017 

from the National Solar Radiation Data Base (NSRDB). 

According to their report, the LSTM model under 

consideration exhibits an RMSE that falls within the range of 

45.84 W∕m2 to 41.37 W∕m2 across the designated locations. 

Chandola et al. [28] constructed a deep LSTM network to 

forecast solar irradiance at various time horizons (specifically, 

3, 6, and 24 hours in advance) in the arid regions of India. The 

LSTM network is fed with historical data pertaining to Global 

horizontal irradiance (GHI), Diffuse Horizontal Irradiance 

(DHI), Direct Normal Irradiance (DNI), temperature, 

pressure, wind speed, relative humidity, dew point, and wind 

direction. The validation of the model was conducted utilizing 

a dataset spanning five years (2010-2014) from four distinct 

cities situated in the Thar desert, which was procured from the 

NSRB. The model that was developed has demonstrated 

outstanding performance, as evidenced by the MAPE values 

that fall within the range of 6.79% to 10.47%.  

Srivastava et al [29] employed a LSTM model for the 

purpose of predicting solar irradiance for the following day, 

utilizing satellite data. The model's performance is assessed 

based on the remote-sensing data collected from 21 distinct 

locations. Among these locations, 16 are situated in mainland 

Europe, while the remaining 5 are located in the United States. 

Various atmospheric parameters such as air pressure, 

coverage of clouds, maximum and minimum temperature, and 

particular humidity, among others, are utilized as input 

variables. The empirical findings indicate that the LSTM 

model developed outperformed the other models that were 

taken into consideration. Furthermore, the LSTM model has 

exhibited superior performance compared to the persistence 

model, as evidenced by a mean forecast skill measurement of 

52.2%. 

As per the literature presented above, it has been observed 

that forecasts which are not precise tend to occur, and the level 

of accuracy is contingent upon the weather forecast. 

Consequently, the present study employs an LSTM-based 

methodology to make long-term forecasts, utilizing past 

weather data as input. The objective of this study was to create 

a solar irradiance forecasting model that could optimize the 

operation of small dwellings and renewable energy 

generators. To accomplish this, we utilized the LSTM model, 

which has demonstrated exceptional predictive capabilities in 

prior research.  

The present document is structured in the following 

manner. The second section of the document outlines the 

LSTM Approach for forecasting, encompassing a 

comprehensive analysis of the data, the LSTM network, and 

its utilization in addressing the structured output forecasting 

problem. The study's findings are presented in Section 3, while 

Section 4 provides the concluding remarks. 

2. LSTM-Based Temporal Feature Learning 

2.1. LSTM Network 

The Long Short-Term Memory (LSTM) technique is 

designed to retain information over extended periods by 

employing specialized memory units that facilitate the 

updating of the previous hidden state. This feature enables the 

comprehension of temporal associations within a prolonged 

sequence. The proposed recurrent neural network in 1997 was 

the time recurrent neural network by Hochreiter and 

Schmidhuber [30]. The inbuilt memory unit and gate process 

of Recurrent Neural Networks (RNN) effectively address the 

issue of gradient disappearance during training, which is 

commonly encountered in conventional RNNs. Figure 1 

depicts the memory channel and the gate mechanism, 

comprising the forget gate, input gate, update gate, and output 

gate. According to reference [23], the architecture of LSTM 

can be delineated as follows: 

➢ The output value of the forget gate is denoted by ft is 

given by equation (1) while the sigmoid activation 

function is represented by the symbol σ. 

𝑓𝑡 = 𝜎                                                                             (1) 

➢ Equation (2) denotes that it represents the output 

value of the input gate, where σ is the corresponding 

mathematical symbol. 

𝑖𝑡 = 𝜎                                                                             (2) 

➢  Equation (3) denotes the hyperbolic tangent func 

tion applied to the input variable 𝑐~𝑡, which represents 

the resulting output value of the update gate. 

𝑐~𝑡 = 𝑡𝑎𝑛ℎ                                                                      (3) 
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➢ Equation (4) represents the product of it and  𝑐~𝑡, 

where ct denotes the memory cell.  

𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 × 𝑐~𝑡                                            (4) 

 

➢ The variable 𝑜𝑡 expressed in equation (5), represents 

the output value of the output gate.  

𝑜𝑡 = 𝜎                                                                            (5) 

The output vector result of the memory cell at time t, 

denoted as ht is determined by equation (6). Where wf, wi, wc, 

and w0 are the weight matrices. The variables bf, bi, bc, and bo 

represent bias vectors commonly used in energy analysis.  

ℎ𝑡 = 0𝑡 × 𝑡𝑎𝑛ℎ (𝑐𝑡)                                                  (6) 

 

2.2. Performances metrics 

The evaluation of forecasting accuracy involves the 

consideration of two performance metrics, namely the Root 

Mean Square Error (RMSE) and the Mean Absolute Error 

(MAE), along with their corresponding forecast skills. The 

RMSE exhibits greater sensitivity toward significant 

deviations that may exist between the forecasted values and 

the actual values. The MAE metric is deemed appropriate in 

cases where it is assumed that the discrepancies between 

actual and predicted values are directly proportional to the 

associated energy expenditures. The equations for calculating 

the Root Mean Squared Error RMSE and MAE are expressed 

as  

 

 

       

 

Fig. 1. Long-Term Memory Organizational Diagram. 

 

equations (7) and (8), respectively. Here, N represents the total  

number of observations, and Ix denotes the value of the target 

variable for x belonging to the set of predicted and measured 

values.  

𝑅𝑀𝑆𝐸 =
1

√𝑁
√∑ (𝐼𝑝𝑟𝑒𝑑,𝑖) − (𝐼𝑚𝑒𝑎𝑠,𝑖)

𝑁

𝑖=1
      (7) 

𝑀𝐴𝐸 =
1

𝑁
∑|(𝐼𝑚𝑒𝑎𝑠,𝑖) − (𝐼𝑝𝑟𝑒𝑑,𝑖)| 

𝑁

𝑖=1

               (8)  

 

The RMSE is a statistical metric utilized to evaluate the 

performance of a model. Its value is always non-negative, 

where zero represents the optimal case [31], [32], [33], [34]. 

Fig. 2. Meteorological Station IUT Douala 
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2.3. Study of the location and data processing 

Douala's metrological station served as our study's 

experimental prototype at the Institute of Technology. Douala 

is a coastal city that is 4°3′53.77′′ north of the equator and 

9°41′15.41′′ east of the Greenwich meridian. It is elevated 13 

meters above sea level on the Wouri Stream. This 

meteorological station, whose readings are seen in Fig. 2, 

served as the data source. To better understand rainfall data 

and the hydrological regime of the drains in the Tongo Bassa 

catchment area, the Douala Institute University of Technology  

 

 

and the Institute for Research and Development (IRD) 

collaborated to set up this station. Supported by the Douala 

Urban Community (CUD), the French Fund for the World 

Environment, and the French Development Agency, the 

Douala Sustainable City Project is the vehicle for this effort. 

Solar irradiance (in W/m2), temperature (in °C), wind speed 

(in m/s), humidity (in %), and Atmospheric pressure (in Pa) 

are all examples of such information. For the time being, we 

have a year's worth of information gathered every 30 minutes 

from January 1, 2020, to December 31, 2020. The main 

statistical features of solar irradiance in this data collection are 

shown in Table 1. 

 

3. Results and Discussions 

 The computations are performed using MATLAB 

R2022a on a MacBook Pro equipped with a Core i5 processor 

clocked at 2.30Ghz and 8GB of RAM. The implementation of 

the LSTM model in this research was made possible by the 

use of the deep learning toolbox offered by MATLAB R2022a 

and the definition of numerous hyperparameters and methods 

that influence learning performance. The Adaptive Moment 

Estimation (ADAM) algorithm, which was built using 

MATLAB, served as the optimization method in this research. 

By adaptively adjusting the learning rate, the ADAM 

algorithm's use offers a beneficial method for quickly 

identifying the most effective solution [28]. An in-depth 

description of the ADAM computation procedure and 

mathematical framework may be found in earlier works [29]. 

Due to its capacity for quick computations, the ADAM 

algorithm was selected. There were no clear recommendations 

for the best settings when the learning model adjusted the 

hidden layer and unit weight to reduce model error. Instead, 

depending on the user's experience, such settings were chosen. 

The normalization procedure was employed to stop any data 

utilized for learning from being diverted. A central processing 

unit (CPU) was used to carry out the computation. The 

specified parameters for the training options models are 

represented by the stated values. Adam is the selected 

optimization method, with a maximum of 250 iterations. The 

initial learning rate is set to 0.01 and the gradient threshold is 

set to 1. The learning rate is piecewise, with a 200-day drop 

period and a drop factor of 0. 

 The temporal data flow for a certain input parameter is as 

follows:  
 

 

Fig. 3. Time series representation of a solar irradiance 

 

Figure 4 displays the LSTM network's training results.  

Samples 

Statistical indicators GHI(W/m2) 

Number of 

samples 
Max mean std 

Training 

sample (90%) 
15811 1.2952 E+03 146.7763 227.0141 

Testing 

samples (10%) 
1757 934.7000 142.6466 209.7131 

All samples 17569 1.952 E+03 146.3524 225.3424 

 

Table 1. Properties of the dataset's statistics 
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Fig. 4. Training progress of the LSTM. 

 

The training process is stopped after 100 repetitions. 

Therefore, the following are the best possible outcomes for 

the forecast performance indicators: MAE = 5.4537W/m2 and 

RMSE = 0.47W/m2.  Predicted values are shown in Fig. 5 

along with the training time series. 

Figure 6 displays the results of an analysis of the test 

data in relation to the predicted values.  

The contrast between the actual and predicted values is 

seen in Fig. 6. Both results are close enough to one another, 

validating the precision of our model.  

4.  Conclusion 

Accurate solar forecasting over extended periods is 

critical for maximizing the operational efficiencies of 

intelligent power grids. The power systems are becoming 

increasingly uncertain, spanning from generation to demand-

side domains. Various techniques and tools have been devised 

to forecast solar energy production, with varying degrees of 

accuracy. The primary constraint of the existing 

methodologies is their restricted applicability to a particular 

time and/or location. The study proposes an LSTM-based  

Fig. 5. Solar irradiance with forecasted values 

learning model for solar irradiance prediction. The utilized 

model incorporates past GHI data as a feature input. Based on 

the analysis conducted, the investigated models for the given 

location exhibit feasibility and adaptability with an RMSE of 

0.47W/m2 and MAE of 5.2813W/m2. The LSTM's significant 

discovery is its ability to establish a straightforward and 

comprehensible input-output mapping correlation within the 

predictive model. 
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